**STATISTICS WORKSHEET-4 ASSIGNMENT**

**Q-1:-** The central limit theorem says that the sampling distribution of the mean will always be **normally distributed,** as long as the sample size is large enough. Regardless of whether the population has a normal, Poisson, binomial, or any other distribution, the sampling distribution of the mean will be normal.

**Formula for Calculation:-** ![\begin{equation*}\bar{X}\sim N (\mu,\dfrac{\sigma}{\sqrt{n}})\end{equation*}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHsAAAAmCAMAAADTCRRkAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAM1BMVEX///8VIE8VIE8VIE8VIE8VIE8VIE8VIE8VIE8VIE8VIE8VIE8VIE8VIE8VIE8VIE/////IiLhoAAAAD3RSTlMAVM1mibtEIpndEO8ydqvjsbnwAAAAAWJLR0QAiAUdSAAAAAlwSFlzAAAOxAAADsQBlSsOGwAAAAd0SU1FB+YHCxQsMRooaRYAAAJdSURBVFjDxVfZtsIgDCTse/7/by8E0Hpbu6vzwEGEhGwTytjnARwrxBdU/YdU2ljn/Q9UAy+Dx1+oZgHKYH6i2yAZ71a2CEu4X3cMdeS/SLTic8NYyh8RLTcNtynB/8X0CL91GBJjOiBPq3J82Uk7pAs50tF47spPR2ik6yu9bSZvWSOaKZA2T7zzxmPqakakHTZIQLpgd7XbPvEG3IyZQGBi22rmBQvqqVufLwzxTBTkADtOgGES642br+2eM8sw4TG1uCtyspJFGXQLT+iOk/WwPhb78HA64D/3iZLJrRD8hBeqo1QYZjMccqr9fLPcXuBGdhnJ8eUfyMYIRxkAzzzwZF/JjabG9zONrfElVfE92gbe4+VtMfyF9qj+vCrlq/nkRiQ+8G636WIEpysdMpspGKpJ4gTdqSKgmnSgZm7CUY1dXa7rUh3TzZs7bRUvcbu8h6uHib0zUrhdYoey3tVc863MDW4SfuzZlIeL2t1jDVfhnKiZcW/051nAS8ZGFSjFY3lU5VV28TmEVgxxVFOiSXI5QRS10GJYZhsx66EXaKlfhzhVTQt7uVHz2YrdwaLrIAk4FbNIMPOW4zm7Cq9quCcL2ixt47PX2tneO4WRDKbFtehyPWM8cb4RTJXv2KP8mVO3oL0TIEkmkj1G+pehiEUEo8cRfsfkbmIkzgIfKwv6r+g2FltC5a4t1bKCcF7iAd2MUw2bQdX0Bs4f+PxYAlB3elRy/eXLcEt5bcLlxj4E6u861CffNyBKYslBuIK8nfe8hm9BsDfw9klIvPCKvgiP5z9cLmPV7D9feBDrQcgEVQAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMjItMDctMTFUMjA6NDQ6NDkrMDk6MDB1um0dAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDIyLTA3LTExVDIwOjQ0OjQ5KzA5OjAwBOfVoQAAAABJRU5ErkJggg==)

**Q-2:-** Sampling is a process in statistical analysis where researchers take a predetermined number of observations from a larger population.

The method of sampling depends on the type of analysis being performed, but it may include simple random sampling or systematic sampling also.

**Methods of Sampling includes:-**

**1. Simple Random Sampling.**

**2. Systematic Sampling.**

**3. Stratified Sampling.**

**4. Cluster Sampling.**

**Q-3:-** A type I error (false-positive) occurs if an investigator rejects a null hypothesis that is actually true in the population; a type II error (false-negative) occurs if the investigator fails to reject a null hypothesis that is actually false in the population.

**Q-4:-** Normal distribution, also known as the Gaussian distribution, is a type of Probability distribution that is symmetric about the mean, showing that data near the mean and are more frequent in occurrence than data far from the mean.

The standard normal distribution has two parameters: the mean and the standard deviation.

**Q-5:- Correlation:**- A systematic relationship between two variables where a change in one variable is caused due to a change in another variable.

**Covariance:-** A systematic relationship between two variables where a change in one variable reciprocated by an equal change in another variable.

**Q-6:-**

**Univariate**:- It summarises only 1 variable at a time. The main purpose of the analysis is to describe the data and find patterns that exist within it.

**Bivariate:**- It is used for comparing 2 variables at a time.

**Multivariate:-** It compares more than two variables**.**

**Q-7:- Sensitivity** is the percentage of true positives, For ex:- 90% sensitivity = 90% of people who have the target disease will test positive).

The **sensitivity** of a test is the proportion of people who **test positive** among all those who actually **have the disease.**

**Formula:- True Positive**

**True Positive+ False Negative.**

**Q-8:-** Hypothesis testing is an act in statistics whereby an analyst tests an assumption regarding a population parameter. The methodology employed by them depends on the nature of the data used and the reason for the analysis.

The null hypothesis is generally denoted as H0. It states the exact opposite of what an experimenter predicts or expects. It basically defines the statement which states that there is no exact or actual relationship between the variables. The alternative hypothesis is generally denoted as H1.

H1 also denotes a statistical proposition stating that there is a significant difference between a hypothesized value of a population parameter and its estimated value.

For Two-Tail test, the generic Null and Alternative hypotheses are :-

**Null:** The effect equals zero.

**Alternative**: The effect does not equal zero.

**Q-9:-** Quantitative data are measures of values or counts that are expressed in numbers. Quantitative data are data about numeric variables (e.g. how many, how much). Qualitative data are measures of 'types' and may be represented by a name, symbol, or a number code.

**Q-10:-** The Range is the distance from the highest value to the lowest value.

The Inter-Quartile Range is just the range of the quartiles: the distance from the largest quartile to the smallest quartile, which is as follows:-

**IQR=Q3-Q1**.

**Q-11:-** A Bell Curve is a common type of distribution for a variable, also known as the normal distribution. The term Bell Curve originates from the fact that the graph used to depict a normal distribution consists of a symmetrical bell-shaped curve.

The top of the curve shows the Mean, Median, and Mode of the data collected.

**Q-12:-**

Basically, there are 2 mostly used methods to find outliers:-

1. Zscore.

2. Using IQR method.

**Q-13:-** It is also called as Probability value which tells how likely your data could have occurred under the null hypothesis. It does this by calculating the likelihood of your test statistic, which is the number calculated by a statistical test using your data.

**Q-14:-** The binomial distribution formula allows us to compute the probability of observing a specified number of successes when the process is repeated a specific number of times, For ex. in a set of patients and the outcome for a given patient is either a success or a failure.

**Formula for calculating is:- Px = (nx)px qn-x.**

**Q-15:-** ANOVA, is a statistical method that separates observed variance data into different components to use in additional tests.

**Formula is:-** ​ F=MSE

MST